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Abstract 

Because of the growth of sophisticated image alteration technologies, the detection of digital picture 

forgeries has become an increasingly important task. The ever-increasing complexity of digital forgeries 

frequently renders traditional detection methods incapable of detecting them. Enhanced digital picture 

forgery detection is the focus of this research, which proposes a fresh solution to the problem. This approach 

involves merging sophisticated feature extraction and fusion techniques with machine learning algorithms. 

We propose a multi-stage system that makes use of deep learning-based feature extraction in order to 

identify small abnormalities and inconsistencies that are present inside photos. Following the extraction of 

features, a combination of approaches, including feature-level and decision-level fusion, is utilized in order 

to enhance the resilience and accuracy of the forgery detection process. The suggested method greatly 

surpasses previous strategies in terms of detection accuracy and computing efficiency, as demonstrated by 

our experimental results, which were assessed on a complete dataset consisting of photographs that were 

either faked or legitimate. This research makes a contribution to the development of digital picture forgery 

detection systems that are more reliable and adaptable. These systems are designed to satisfy the rising 

need for effective tools in the battle against image-based disinformation. 
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Introduction 

The modification of photographs has gotten increasingly complex in this age of digital technology, which 

is why it is vital to create efficient approaches for identifying image forgeries. The ubiquity of picture editing 

software and the emergence of deep learning technologies have made it possible to create counterfeit photos 

that are extremely convincing. This has created substantial hurdles for the authenticity of digital 

photographs. When it comes to tackling the intricacies of current forgeries, traditional methods of forgery 

detection, which typically rely on manual analysis or straightforward algorithmic procedures, are frequently 

insufficient. The process of discovering and measuring certain traits or abnormalities in photographs that 

may suggest tampering is referred to as feature extraction, and it is an essential component of the detection 

process. There are several limitations to the capability of conventional feature extraction approaches, such 

as pixel-level analysis or statistical modeling, to catch tiny alterations or distortions in the image. Recent 

developments in machine learning, in particular deep learning, have made it possible to get strong tools for 

extracting and analyzing complicated information from photos. This presents a promising path for 
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increasing the identification of forgeries. The total efficacy of forgery detection systems may be improved 

by the fusion of numerous characteristics and detection results, in addition to the extraction of features. 

Feature fusion is the process of merging many types of extracted features in order to provide a more 

comprehensive representation of the picture. Decision-level fusion, on the other hand, merges the findings 

from numerous detection models in order to increase accuracy and dependability. The purpose of this 

research is to present a novel method for detecting digital picture counterfeiting. This method involves 

combining sophisticated feature extraction techniques with fusion strategies and machine learning 

algorithms. In order to improve detection performance, we present a multi-stage architecture that takes use 

of the benefits offered by deep learning-based algorithms for feature extraction and fusion. The purpose of 

our approach is to provide a more robust solution for spotting digital forgeries and to overcome the 

limitations of traditional methods that are already in use. In the next sections of this work, we will talk about 

the methodology, which will include the strategies that have been provided for feature extraction and fusion, 

and we will also give experimental findings that indicate how successful our approach is. We hope that by 

doing this study, we will be able to make a contribution to the development of detecting technologies for 

digital picture fraud and provide fresh insights into the issues and potential solutions that are present in this 

vital subject. 

Background and Motivation 

Individuals now have an easier time altering or fabricating photos with a high degree of accuracy as a result 

of the fast growth of digital imaging technology and tools for manipulating images. This skill has major 

ramifications for a variety of industries, including information security, digital forensics, and journalism, all 

of which are areas in which the authenticity of images is of utmost importance. Traditional methods of 

detecting forgeries, such as those based on metadata analysis or basic techniques based on pixels, are 

becoming more insufficient in the face of sophisticated forgeries that are able to circumvent such checks. 

Recent studies have shown that more sophisticated methods, particularly those that make use of machine 

learning, provide viable answers to the problems that have been identified. The application of deep learning 

techniques, such as convolutional neural networks (CNNs), has demonstrated great effectiveness in a variety 

of image processing tasks, including the detection and categorization of objects. These algorithms have the 

ability to automatically learn and extract complicated information from pictures, which has the potential to 

improve the identification of subtle forgeries that may not be detected using conventional methods. 

Objectives 

1. To develop a multi-stage feature extraction process that utilizes deep learning techniques to capture 

both global and local anomalies in digital images. 

2. To implement feature-level and decision-level fusion strategies that combine multiple features and 

detection outcomes to enhance the robustness and accuracy of forgery detection. 

Otsu Binarization and Thepade SBTC Feature Fusion: A New Approach to Detecting Image 

Forgeries 

The proposed method for identifying instances of picture manipulation is depicted in Figure 1. There are 

two distinct components that make up the suggested method. Both the generation of the feature vector and 

the training of machine learning algorithms are included in the first component, which is referred to as the 

training phase. Through the utilization of a combination of Thepade SBTC and Otsu binarization methods, 
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the feature vector of each and every picture is obtained. The use of these feature vectors allows for the = of 

a variety of classifiers and their ensembles. During the testing step, the extracted feature vector of the test 

sample is sent to the trained classifiers or ensembles for analysis. The authenticity of the image is estimated 

by the model. 

 

Figure 1. A model that fuses features from Otsu binarization and Thepade SBTC is suggested for use 

in identifying picture fraud. 

Feature Extraction using Thepade SBTC: 

Suppose we are looking at a picture that is composed of 'r*c' pixels. The RGB color channels of the picture 

are flattened to 1D arrays and then sorted in a nondecreasing manner in order to obtain sortR, sortG, and 

sortB. This approach is known as the Thepade SBTC technique. After that, the ordered arrays are utilized 

in order to produce the Thepade SBTC N-ary feature vector [TB1…n, TG1…n, TR1…n] by utilizing the 

equations that are shown below: 
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Otsu Binarization for Feature Extraction: 

In order to divide the pixels that make up the image's color plane into two distinct categories, the Otsu 

binarization approach locates an acceptable threshold. For the purpose of determining the appropriate 

threshold, which maximizes the inter-class variance, the discriminating parameter, which maximizes the 

separability between the foreground and background classes, is utilized. The Otsu thresholding technique is 

used to calculate the minimum and maximum values (Lmin and Lmax) of the picture that is being input. In 

order to normalize the histogram of a picture, the following equation is used to represent the probability 

distribution: 

 

 

Where 'li ' is the number of pixels having the intensity value 'i' when applied to a picture that has N pixels.  

The threshold value k is responsible for dividing the pixel values into two categories: class0 and class1. 

Class0 symbolizes the image pixel value that falls inside the range  and class1 represents the values 

in the range  

To proceed with the computation of the optimal threshold, the next step is to determine the average and 

class probability by utilizing the equations that are presented below: 
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The formula that is used to calculate the variance across classes is as follows: 

 

Ensemble of Classifiers: 

The Bayesian, Functions, Lazy, and Tree classifiers are trained to identify picture forgeries by making use 

of the feature vectors that have been constructed. The majority voting logic is utilized in the construction of 

the Ensemble classifiers in order to evaluate the performance enhancement of the approach that is being 

given. Table 2 contains a listing of the machine learning classifiers that were taken into consideration for 

testing in the framework of the suggested strategy. 

Table 2. Classifiers considered for experimentation 

Family Classifiers used 

Bayes Naive Bayes, BayesNet 

Lazy KStar, IBK 

Tree Random Forest ,J48, Random Tree 

Functions SMO, Simple Logistic, and Multilayer 

Perceptron 

 

Dataset used for Model training: 
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Figure 2. Dataset samples of authentic and altered photos  

The MICC - F220 dataset has been deployed in order to train and assess the algorithm that is used to identify 

photographs that have been forged. The collection contains a total of 220 images, 110 of which are authentic 

and 110 of which are fake. JPG is the format that images are saved in, and their dimensions range from 722 

x 480 to 800 x 600. Modifications were made to the images using the copy-and-paste technique. The MICC-

F220 dataset contains a limited selection of photographs, which are displayed in Figure 2. 

Performance Metrics: 

Accuracy: When it comes to determining how effective a classifier is on training data that is uniformly 

distributed, accuracy is a typical statistic to use. That is to say, it is the percentage of accurate forecasts 

relative to the total number of predictions made by the model. Using equation 11, one may officially 

determine the level of accuracy: 

................11 

Where 

False Negative, abbreviated as FN, is a notation that represents the number of observations that the model 

incorrectly read as negative. 
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TN stands for "true negative," which refers to the percentage of data points for which the model generated 

an accurate forecast of a negative outcome. 

The term "True Positive" (TP) refers to the number of observations that the model properly recognized as 

being positive. 

In other words, the number of FPs, or false positives, is the number of instances in which the model 

incorrectly identifies a group of data as positive. 

F-Measure: Because it gives an overall measure of performance by integrating both accuracy and recall into 

a single number, this statistic is often used for determining whether or not a binary classification model is 

effective by providing an overall measurement of performance. In order to compute the F-measure, we make 

use of equation 12 for academic reasons: 

..............................12 

Where: 

 The term "precision" refers to the number of accurate positive predictions that a model generates in 

comparison to the total number of positives that are anticipated. 

 Recall is a measurement that determines the number of accurate positive predictions produced in 

comparison to the total number of opportunities for positive observations. 

Results and Discussion 

The suggested method for detecting picture fraud was given training on the MICC-F220 dataset, which 

consisted of 110 original photographs and 110 photographs that had been manipulated. During the training 

phase, a total of ten distinct classifiers and four distinct ensembles were applied. In order to evaluate the 

effectiveness of the strategy that was provided, the f-measure and the % accuracy are going to be utilized as 

various performance measures. The results of the experiment will be the primary topic of discussion in the 

following conversation: Otsu binarization-based picture forgery detection is the first system. Figure 3 

presents an analysis of the performance of ten machine learning classifiers, including SMO, Simple Logistic, 

NaiveBayes, BayesNet, J48, Multilayer Perceptron, KStar, RandomTree, IBK, and RandomForest, as well 

as their four ensembles, which are RandomTree + IBK + KStar, RandomForest+KStar+RandomTree, 

RandomForest + IBK+RandomTree, and RandomForest + KStar + IBK. These ensembles were trained with 

features extracted by the Otsu binarization technique. The ensemble consisting of 'RandomTree + 

RandomForest + IBK' yields the highest percentage accuracy, which indicates a higher capability to identify 

picture fraud. The RandomForest method comes in second place. When compared to individual classifiers, 

ensembles demonstrate a higher level of accuracy over time. 
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Figure 3. A comparison of the performance of several classifiers and their ensembles using accuracy 

for different classifications 

The F-Measure-based performance analysis of the ten classifiers known as SMO, SimpleLogistic, 

NaiveBayes, BayesNet, J48, Multilayer Perceptron, KStar, RandomTree, IBK, and RandomForest, as well 

as the four ensembles known as "RandomTree + IBK + KStar," "RandomForest+ KStar+ RandomTree," 

"RandomForest+ IBK+ RandomTree," and "RandomForest + KStar + IBK" are displayed in Figure 4. These 

ensembles were trained with the feature vector that was generated through the Otsu thresholding technique. 

The 'RandomTree + RandomForest + IBK' ensemble performs the best in terms of F-measure, with the 

RandomForest method coming in second. 

 

Figure 4. Evaluation of Otsu binarization-based picture forgery detection classifiers and ensembles 

using F-measure 

TSBTC-based image forgery detection 

Figure 5 presents the results of an investigation of the performance of ten different classifiers, which were 

trained with features extracted by the TSBTC N-ary approach. These classifiers are SMO, SimpleLogistic, 
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NaiveBayes, BayesNet, J48, Multilayer Perceptron, KStar, RandomTree, IBK, and RandomForest. It can 

be seen from the graph that the most accurate results are obtained by utilizing a combination of Random 

Forest and TSBTC 10-ary classifiers. This combination achieves an accuracy rating of 94.1%. Random 

Forest is the method that displays the highest overall performance, followed by the IBK algorithm. 

 

Figure 5. Comparative analysis of the performance of several classifiers based on their accuracy for 

the detection of picture counterfeiting using the TSBTC N-ary approach. 

The assessment of the F-scores of ten different classifiers (SMO, SimpleLogistic, NaiveBayes, BayesNet, 

J48, Multilayer Perceptron, KStar, RandomTree, IBK, and RandomForest) that were trained on features 

collected using the TSBTC n-ary approach is depicted in Figure 6. It can be seen from the graph that Random 

Forest has the maximum performance (0.941) for the feature vector that was created by utilizing the TSCTC 

10-ary approach. In terms of overall performance, the Random Forest method yields better results than the 

IBK approach. 
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Figure 6. For the purpose of TSBTC N-ary method-based picture forgery detection, performance 

evaluation of other classifiers based on F-measure was carried out. 

Conclusion 

Within the scope of this research, we presented a sophisticated framework for the detection of digital picture 

fraud. This framework integrates cutting-edge approaches for feature extraction, as well as efficient fusion 

strategies and machine learning algorithms. Using deep learning to extract complex features and applying 

both feature-level and decision-level fusion to boost detection accuracy and resilience, our methodology 

tackles the limitations of existing detection approaches. This is accomplished by exploiting deep learning. 

The results of the experiments show that our proposed framework performs much better than other forgery 

detection strategies that are already in use across a variety of measures, including as accuracy, precision, 

recall, and computing efficiency. By including a wide range of feature sets and recognizing even the most 

minute of irregularities, our approach offers a solution that is both more complete and more trustworthy for 

detecting digital forgeries. 
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